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Abstract—We develop a layered argumentation system (LAS) for efficient implementation of Fuzzy automation controllers. LAS extends a logic based proposal of argumentation with subsumption concept and varying degree of confidences in beliefs. We show that this argumentation system can be used to model Fuzzy automation controllers. The argumentation system is based on a nonmonotonic logic, the computational complexity of which is known to be linear to the size of the knowledge base. LAS theories can also be mapped into RTL-VHDL (Register Transfer Level–VLSI Hardware Description Language) or RTL Verilog for very efficient hardware implementation of Fuzzy automation controllers.

I. INTRODUCTION

Since the late 1960’s, Programmable Logic Controllers (PLCs) have been the most popular automation controllers despite the fact that most PLCs are based on a simple extension of propositional logic called ladder logic. This is the proof that a simple propositional logic (extended with counters, registers, and timers) can be successfully used to manage modern automation systems. The main reasons for this popularity are robustness, reactivity, and simplicity. Robustness and reactivity are particularly important if we want to control critical systems, such as nuclear power stations, 100 ton earthmoving machines, or mobile robots deployed in a distant planet. In these systems, system failures or any slight delay of responses must be avoided.

However, the applicability of PLC is still very limited to relatively simple processes mainly because it is difficult to manage even moderate sized ladder logic programs. It is unimaginable to program with ladder logic when we have tens of thousands of rules. In addition, despite its simplicity, most PLCs are still too big to be used for small stand-alone devices or too slow for certain applications. Therefore, PLCs (and ladder logic) are not suitable for low profile, high performance systems.

Therefore, we need to develop a more expressive (yet still simple) language that can be used to create small, robust, and reactive systems with interesting complex behaviors. One promising candidate language is a logic-based agent model because logical languages are close to our natural languages and many agent models are suitable for specifying complex autonomous behaviors that must reason with incomplete knowledge.

However, existing logical approaches [1], [2], [3], [4] suffer from some major shortcomings to be embedded in small low powered devices:

1) They have high computational complexity required for drawing conclusions;
2) Most logical formalisms cannot express varying degrees of belief which is essential for designing intelligent automation controllers;
3) They have difficulties in expressing behaviors;
4) They are neither reactive nor suitable for mission critical applications as they require sophisticated theorem provers running on a high powered CPU.

We solve these problems by:

1) Devising a layered argumentation system that can be computed efficiently or mapped into a combinational logic circuit on an electronic chip, such as FPGAs and ASICs;
2) Allowing expressions of relative certainties of rules and evidence similarly to Fuzzy-logic; and
3) Allowing decomposition of systems into parallel interacting behaviors for incremental construction of systems similarly to the subsumption architecture [5].

The benefits of this approach are – the resulting system on a chip is very small and reactive because it can compute all of the conclusions instantaneously regardless of the size of the agent’s knowledge base (KB) and without using real-number for fuzzy computation; and it is robust because it neither rely on a CPU nor an operating system (i.e., there can be no fatal error messages or halts).

The paper is structured as follows. In the next section we illustrate a simple fuzzy-temperature controller, which we use to compare conventional fuzzy-logic approach with LAS in Section VI. In Section III, we then illustrate how a layered structure can be used to implement various controllers having complex behaviors. In Section IV, then we formally define LAS. After that, in Section V fuzzy argumentation operators are defined. Then, in Section VI we compare conventional fuzzy-logic approach with LAS using the simple fuzzy-temperature controller. In Section VIII we discuss our results with existing methods. In Section IX we conclude this paper with some remarks.
II. EXAMPLE FUZZY CONTROLLER

In this paper, we use a simple fuzzy controller to demonstrate and compare our new method with conventional Fuzzy-logic methods. The target system is a simple temperature controller described by the following two statements:

1) If water temperature is cold (cold), set voltage applied to the heater high (high).
2) If water temperature is hot (hot), set voltage low (low).

Suppose also that we are given the following fuzzy membership functions:

\[ \text{cold}(t), \text{hot}(t), \text{high}(v), \text{low}(v) \]

A fuzzy membership function defines the membership of the input \( x \) to its class \( c(X): X \rightarrow [0, 1] \) where 0 is for absolute nonmembership of \( x \) and 1 is for absolute membership. The following is one possible output configuration of the fuzzy temperature-controller in Fuzzy-logic:

\[ \text{centroid}(\max(\min(\text{cold}(t), \text{high}(v)), \min(\text{hot}(t), \text{low}(v)))) \]

where for fuzzy-inference we combined two membership functions with \( \min() \) and for aggregation we combined the inference results with \( \max() \). To obtain a crisp output value, we used centroid calculation for defuzzification\(^1\). Figure 1 illustrates how membership functions are used to infer output 10 volt given input temperature 70°C. The left-hand side of the graph plots fuzzy-membership functions for cold and hot temperature. The right-hand side plots fuzzy-membership functions for low and high voltage. It illustrates an inference process given that the water temperature is 70°C. The output voltage after defuzzification with centroid calculation is 10 volt.

We show how this fuzzy controller can be implemented using our Layered Argumentation System in Section VI.

III. BEHAVIOR BASED DECOMPOSITION OF AGENT SYSTEMS

In [5], Rodney Brooks introduced a subsumption architecture that decomposes a system into several layers of (possibly prioritized) parallel behaviors of increasing degrees of competence rather than the standard functional decomposition. The basic idea is that it is easier to model a complex behavior by gradually implementing from less competent sub-behaviors to more competent sub-behaviors. In addition, the relation between layers is that more competent layers subsume less competent layers. However, the original subsumption architecture does not scale well for non-physical systems and to overcome the limitation, we need to develop a logic based subsumption architecture [6]. To do this, we need to introduce a varying degree of confidence and a subsumption architecture into a logical system.

To illustrate the difference between behavior based decomposition and functional decomposition, let us consider a cleaning robot. A typical functional decomposition of this system might resemble the sequence:

sensors → perception → modelling → planning →
\[ \text{task selection} \rightarrow \text{motor control}. \]

The decomposition of the same system in terms of behaviors would yield the following set of parallel behaviors:

avoid objects < avoid water < clean < wander < map area
where < denotes increasing degrees of competence. However, less competent layers are usually given higher priorities (i.e., given more confidence) than more competent layers. That is, decisions made by less competent behaviors usually override decisions made by more competent behaviors (more task specific behaviors). The reason is because less competent behaviors are usually more reactive and model more urgent behaviors. For example, avoiding an object is not much related to a specific task, but requires a quick response without much reconsideration because otherwise it will be too late.

However, this is not always the case because a strong ‘will’ can suppress a reactive behavior. Therefore, since the layers of LAS represent the confidence degree (certainty degree of information) instead of competence (task specificity), the layers of the subsumption architecture [5] do not exactly correspond to the layers of LAS as shown below.

---

\( ^1 \)Referring to the process of mapping each fuzzy inference-result (e.g., combined membership function) to crisp output value (e.g., voltage).
if it detects that the area is dirty (d); one option to clean the area is to turn on a vacuuming unit (v), but it must turn-off the vacuuming unit if it detects the presence of water (w). That is, we have two parallel behaviors: cleaning and avoiding water. However, avoiding water has higher priority than cleaning with a vacuuming unit. This specification can be represented as a set of inference rules decomposed into two layers of rules as follows:

\[ R_1 = \{ r_1 : d \rightarrow e, \ r_2 : w \rightarrow -v \} \]
\[ R_2 = \{ r_3 : c \rightarrow v \} \]

The arrows herein represent defeasible inferences. For instance, \( c \rightarrow v \) is read as “if \( c \) is true, then usually \( v \) is true”. The layers represent relative confidences such that layer-\( n \) conclusions are more confident than layer-(\( n+1 \)) conclusions. Now, suppose the area is both dirty and wet with layer-1 confidence, then the vacuuming unit will not be turned-on: \( v \) is not true. The reason is because then \( -v \) is a layer-1 conclusion by \( r_2 \), which prevents inferring layer-2 conclusion of \( v \) by \( r_3 \) and \( r_1 \).

We define fuzzy-argumentation operators in Section V and compare LAS with Fuzzy-logic for designing fuzzy controllers in VI.

IV. DEFINITION OF LAYERED ARGUMENTATION SYSTEM (LAS)

In this section, we formally define a rule-based language called Layered Argumentation System (LAS). LAS is a logical language that can capture complex behaviors and varying degrees of agents’ belief. LAS also offers Fuzzy-logic like reasoning features. A precursor of this language was used in [7] to decompose system behaviors similarly to Brook’s subsumption architecture. Later in [8], it is given argumentation semantics and comparisons with other existing layered logics and hierarchical approaches.

A. Formal Definition

As the underlying logical language, we start with essentially propositional inference rules: \( r : L \rightarrow l \) where \( r \) is a unique label, \( L \) is a finite set of literals, and \( l \) is a literal. If \( l \) is a literal, \( \sim l \) is its complement: if \( l \) is a positive literal \( p \), \( \sim l \) is \( -p \); if \( l \) is a negative literal \( -p \), \( \sim l \) is \( p \).

An LAS theory is a structure \( T = (R, N) \) where \( R = (R_1, ..., R_n, ..., R_N) \) is a sequence of finite sets of rules where each \( R_n \) \((1 \leq n \leq N)\) is a finite set of layer-\( n \) rules and \( N \) is the number of layers and \( n \) is a layer index.

All rules in one and the same layer have the same degree of confidence. We stipulate that layer-\( n \) rules are more confident rules than layer-(\( n+1 \)) rules. This is because, when we build a system, we tend to add less task specific rules (i.e., more urgent behaviors) first, such as rules for avoiding objects in a corridor, and then gradually add more task specific rules, such as rules for finding a goal location. Importantly, LAS represents only the relative degree of confidence between layers in order to avoid the need for acquiring the actual confidence-degree value of every rule.

We will sometimes use layer index \( n \) (just) to index a certain imaginary confidence-degree value (the degree of confidence) of layer-\( n \): the degree of confidence of layer index \( n \) is higher than the degree of confidence of layer index \((n+1)\). That is, layer-1 rules are the most confident rules and thus have the highest degree of confidence.

As for the semantics of the language, we modify the argumentation framework given in [9] to introduce layers into the argumentation system. Argumentation systems usually contain the following basic elements: an underlying logical language, and the definitions of: argument, conflict between arguments, and the status of arguments.

As usual, arguments are defined to be proof trees. An argument for a literal \( p \) based on a set of rules \( R \) is a (possibly infinite) tree with nodes labelled by literals such that the root is labelled by \( p \) and for every node with label \( h \):

1) If \( b_1, ..., b_i \) label the children of \( h \) then there is a rule in \( R \) with body \( b_1, ..., b_i \) and head \( h \).
2) The arcs in a proof tree are labelled by the rules used to obtain them.

A literal labelling a node of an argument \( A \) is called a conclusion of \( A \). However, when we refer to the conclusion of an argument, we refer to the literal labelling the root of the argument. The set \( SArgs_n \) of layer-\( n \) defeasible arguments is the set of arguments based on a set of rules \( R_1 \cup ... \cup R_n \). All of arguments in \( SArgs_n \) have the same layer index \( n \); they have the same degree of confidence as layer-\( n \). We define \( Args_0 \) to be the empty set. \( Args_n \) is analogous to the defeasible arguments in [9]. The set \( SArgs_n \) of layer-\( n \) strict arguments is a subset of arguments formed based on a set of rules \( R_1 \cup ... \cup R_{n-1} \). All of arguments in \( SArgs_n \) have the same layer index \( n-1 \): they have the same degree of confidence as layer-(\( n-1 \)). We define \( SArgs_0 \) to be the empty set. \( SArgs_n \) is analogous to the strict arguments formed of the strict rules in [9]. That is, \( SArgs_n \) is thought of as arguments that have already been demonstrated to be justified at layer-(\( n-1 \)).

We now introduce a set of usual notions for argumentation system: attack, support, and undercut at layer-\( n \). A layer-\( n \) argument \( A \) attacks a layer-\( n \) argument \( B \) if the conclusion \( p \) of \( A \) is the complement of a conclusion \( q \) of \( B \), and that conclusion of \( B \) is not part of a strict subargument \( C \) of \( B \) (i.e., \( C \not\subseteq SArgs_n \)). A layer-\( n \) defeasible argument \( A \) is supported by a set of layer-\( n \) arguments \( S \subseteq SArgs_n \cup SArgs_n \) if every proper sub-argument of \( A \) is in \( S \). A layer-\( n \) defeasible argument \( A \) is undercut by a set of layer-\( n \) arguments \( S \subseteq SArgs_n \cup SArgs_n \) if \( S \) supports a layer-\( n \) argument \( B \) attacking a proper non-strict sub-argument \( C \) of \( A \) (i.e., \( C \not\subseteq SArgs_n \)).

Example 2: Consider the theory given in Example 1 with the following assumptions (arguments) added: \( R_1 = \{ \rightarrow d \} \) and \( R_2 = \{ \rightarrow w \} \). Now we consider the arguments below:
Layer 1
A
B
c
d
Layer 2
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D
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v
w
Layer 1

We can now give the definition of a finite set of literals \( T \) of an LAS theory \((R, N)\) as follows:

1. \( T_0 = \emptyset \);
2. \( SArgs_1 = JArgs^{n-1} \);
3. \( J^n_0 = \emptyset \);
4. \( J^{n+1}_i = \{ a \in Args_n \cup SArgs_n \mid a \) is acceptable w.r.t. \( J^n_i \} \);
5. \( JArgs^n = \cup_{i=1}^n J^n_i \) is the set of justified layer-\( n \) arguments of an LAS theory \( T \).

We can now give the definition of a finite set of literals denoting the set of layer-\( n \) conclusions \( C^n \) of \( T \) as the set of the conclusions of the arguments in \( JArgs^n \). A literal \( p \) is layer-\( n \) justified if it is the conclusion of an argument in \( JArgs^n \). Since arguments cannot attack stronger arguments, conclusions made in lower layers are subsumed to upper layers.

**Proposition 1:** (Conclusion Subsumption) Let \( T = (R, N) \) be an LAS theory. Then, the following holds for \( 1 \leq n \leq N \):

\[
C^n_{n-1} \subseteq C^n
\]

The process of building justified arguments is incremental, that is, first we build all layer-1 arguments, and then layer-2, so on towards layer-\( N \). Figure 2 illustrates the process of generating justified arguments incrementally. Thus, when we develop an implementation of LAS, it is convenient to have a notion referring to the argumentation of each individual layer.

**Definition 3:** Let \( T = (R, N) \) be an LAS theory. Let \( JArgs^n \) be the set of justified layer-\( n \) arguments of \( T \). The layer-\( n \) argumentation of \( T \) is defined inductively as follows:

1. \( T_0 = (0, \emptyset) \);
2. \( T_1 = (0, R_1) \) is layer-1 argumentation where \( R_1 = R_1 \);
3. \( T_n = (JArgs^{n-1}, R_n) \) is layer-\( n \) argumentation where \( R_n = R_1 \cup \ldots \cup R_n \);

We should note that, by the definition, layer-\( n \) subsumes (includes) layer-(\( n - 1 \)) rules. That is, unlike other layered or hierarchical approaches (e.g., [6], [16], [10]) lower layer rules (more confident rules) are reused in higher layers. This feature is important because facts and rules with different degrees of confidence can interact similarly to Possibilistic Logic approaches [3], [11] and Fuzzy-logic approaches. We now define and discuss a set of fuzzy-argumentation operators corresponding to the Fuzzy-logic operators in the next section.

**V. FUZZY-ARGUMENTATION OPERATORS OF LAS**

The reasoning method of LAS is somewhat similar to Possibilistic Logic approaches [3], [11] such that facts and rules with different degrees of confidence can be combined as shown in Example 2. For instance, let \( q \) and \( p \) be literals, \( LI(A) \) the layer index of an argument \( A \), and \( LeI(Q) \) the layer index of a propositional formula \( Q \) in an LAS theory \( T \), then...
it is easy to see that the following operators corresponding to the Fuzzy-logic operators [17, p.142] can be defined for LAS:

1) $Le(q) = \min(\{\infty, LI(A) \mid \text{justified argument } A \text{ for } q \text{ in } T\})$

2) $Le(q \wedge p) = \max(Le(q), Le(p))$ which is the layer index of concluding $q$ and $p$ given $T$.

3) $Le(q \vee p) = \min(Le(q), Le(p))$ which is the layer index of concluding $q$ or $p$ given $T$.

If the layer index of a propositional formula $Q$ is $n$ in $T$, the degree of confidence of $Q$ in $T$ is the same as the layer-$n$ in $T$. With these operators, an agent can evaluate the layer index of any classical logic formula. We should note that we can even evaluate formulas containing logical-OR $(\vee)$, which is not allowed in LAS. For instance, in Example 2, the layer index that $c$ or $\sim v$ are true can be obtained as follows:

$$Le(c \vee \sim v) = \min\{LI(B), LI(D)\}$$

$$= \min\{2, 1\} = 1$$

where $B$ is a justified argument for $c$ and $D$ is a justified argument for $\sim v$.

However, unlike Fuzzy Logic approaches, the value of $Le(\sim q)$ is infinite ($\infty$) if there is a justified argument for $q$, because the agent has already committed to believe the conclusion of $q$ until there is a contrary evidence. Thus, for any literal $q$, $Le(q \wedge \sim q) = \infty$ meaning that it is not possible to conclude both $q$ and $\sim q$. In Fuzzy-logic, the fuzzy truth value of $\sim q$ is considered as the mirror image of $q$ [17, p.136]: $F(q \wedge \sim q) = \min(F(q), 1 - F(q))$, which is not reasonable because if $F(q) = 0.5$, then $F(\sim q) = 0.5$ meaning $q$ is both true and false.

In addition, unlike Fuzzy Logic approaches, LAS does not rely on measurements on the degree of belief for each rules and evidence. The layers represent relative precedence of rules and relative risk/benefits on conclusions. For example, if an association rule $r_1$ has been observed more frequently than $r_2$, an agent might simply prefer $r_1$ over $r_2$ whereas a possibilistic logic requires certainty degrees for both rules and facts in order to draw conclusions. Thus, LAS can be more suitable when only relative preference over rules and evidence can be obtained. In modelling certain domains, LAS also can has significant computational advantage in comparison to Fuzzy-logic approaches, since LAS operates in an interval of natural numbers $[1, N]$ in comparison to an interval of real-numbers $[0, 1]$ in Fuzzy-logic approaches.

VI. DESIGNING FUZZY CONTROLLERS WITH LAS

Let us now compare LAS with Fuzzy-logic for designing a fuzzy controller. The temperature controller illustrated in Figure 1 can be represented in an LAS theory $T = (\{R_1\}, 2)$ consisting of two layers and the following two rules in layer-1:

$$R_1 = \{\text{cold} \rightarrow \text{high}, \ \text{hot} \rightarrow \text{low}\}$$

To make our case more interesting, suppose the water temperature is $50^\circ C$ and the fuzzifier\(^2\) returns that $50^\circ C$ is certainly cold (layer-1) and it just might be hot (layer-2). Thus, we add the following rules:

$$R_1 = \{\rightarrow \text{cold}\} \quad R_2 = \{\rightarrow \text{hot}\}$$

Then, we can conclude that high is layer-1 justified and low is layer-2 justified. Similarly to Fuzzy-logic, there can be many methods for calculating the crisp output from these conclusions. We can use similar aggregation and defuzzification functions, but we can just take the most confident conclusion: high. Then, we can set the voltage to a pre-assigned value for high (e.g., 20 volt). This is a reasonable choice for rational agents: given the evidence, the agent came to a decision (the best possible commitment) to set the voltage to high no matter how uncertain the conclusion was. Alternatively, we can take weighted (by layer-index) average of the conclusions.

Unlike fuzzy logic, inference rules can be fuzzy too. For example, if the agent is not so certain about rule cold $\rightarrow$ high, the agent can put it into layer-2: $R_2$. Then, both high and low are layer-2 justified. In this case, the agent can choose either of the conclusions to set the output voltage.

VII. USING LAS FOR CONTROLLER CHIP DESIGN AND IMPLEMENTATION

LAS has been used to implement agent chips. An agent chip is a hardware implementation of a high-level agent specification. It is a digital circuit that produces outputs in reaction to its inputs that are connected to the agent’s environment.

The basic building block of an agent chip is the reasoning block shown in Figure 3. An agent chip can have one or more reasoning blocks. A reasoning block of an agent chip is specified by a knowledge base $T$, an input specification $I$, and an output specification $O$. The deduction unit of a reasoning block is implemented on FPGAs or ASICs as combinational logic circuits, which is organized in layers corresponding to the layers of the knowledge base $T$.

Figure 4 shows an example agent architecture called Agent Block which consists of three reasoning blocks: a belief generator ($B$), a goal generator ($G$), and an action (or plan) generator ($A$). Each agent block is an autonomous system that performs actions in order to achieve a certain desired state $D$. The reasoning blocks derive conclusions from their input and

\(^2\)Referring to the process of mapping each crisp input value (e.g., temperature) to the degree of membership to each class (e.g., cold, hot).
feed the conclusions to other reasoning blocks or registers. The reasoning blocks are driven by the clock signal (CLK) shown in the figure. Consequently, the frequency of the clock is determined by the time required to draw all of the conclusions in each deduction units. That is, the computation bottle-neck is in the reasoning blocks because they are responsible for drawing all conclusions.

However, by using LAS, the reasoning blocks can be implemented as pure combinational logic circuits. Combinational characteristics of combinational logic circuits are highly parallel such that each reasoning block can compute all of conclusions almost instantaneously. For instance, our implementation of an agent chip consisting of 16,000 rules on a Xilinx Spartan-3 FPGA chip (currently each chip costs less than US$9) can operate in 140MHz clock frequency (i.e., less than $8 \times 10^{-9}$ seconds for each cycle) whereas conventional approaches based on more expensive CPUs (e.g., 3Ghz Pentium 4 CPU) require few minutes for each cycle.

**VIII. DISCUSSION**

In this paper we defined an argumentation system extended with subsumption concept and varying degrees of confidence along with interesting fuzzy-argumentation operators. LAS can provide conceptual decomposition as well as behavioral decomposition of agent systems through rule and conclusion subsumption. The conclusions of LAS theories contain the confidence degree information so that we can build agents to better cope with dynamic situations by adjusting the acceptance degree of confidence depending on the risks involved for each situation.

Fuzzy-argumentation operators of LAS are independent of the definitions of acceptable. That is, the same definition of fuzzy-argumentation operators can be used with different argumentation semantics. Thus, system specifications containing fuzzy-argumentation operators are also independent of argumentation semantics of LAS. For instance, the example specification of the simple temperature controller shown in Section VI is independent of argumentation semantics of LAS.

Each layer of LAS can also have a superiority relation for rules (and subsumed rules) in the layer similarly to standard Defeasible Logic as a logical theory with a superiority relation can be transformed into an equivalent logical theory without a superiority relation [18].

**IX. CONCLUSION**

Similarly to Possibilistic Logic approaches [3], [11], facts and rules with different degrees of confidence can be combined as shown in Example 2. However, unlike Fuzzy Logic approaches, fuzzy-logic like fuzzy operators can be defined in LAS without paradoxes. We defined fuzzy-argumentation operators and showed that how they can be used to specify controllers using the notion of fuzziness. Another difference of LAS from Fuzzy Logic approaches is that LAS does not rely on measurements on the degree of belief for each rules and facts because the layers represent relative precedence of rules and relative risk/benefits on conclusions.
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